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Abstract

The head-mounted display is a vital component of aug-
mented reality, incorporating optics with complex display
and see-through optical behavior. Computationally model-
ing these optical behaviors requires meeting three key crite-
ria: accuracy, efficiency, and accessibility. In recent years,
various approaches have been proposed to model display
and see-through optics, which can broadly be classified
into black-box and white-box models. However, both cate-
gories face significant limitations that hinder their adoption
in commercial applications. To overcome these challenges,
we leveraged prior knowledge of ray bundle properties out-
side the optical hardware and proposed a novel bundle-fit-
based model. In this approach, the ray paths within the
optics are treated as a black box, while a lightweight opti-
mization problem is solved to fit the ray bundle outside the
optics. This method effectively addresses the accuracy is-
sues of black-box models and the accessibility challenges of
white-box models. Although our model involves runtime op-
timization, this is typically not a concern, as it can use the
solution from a previous query to initialize the optimization
for the current query. We evaluated the performance of our
proposed method through both simulations and experiments
on real hardware, demonstrating its effectiveness.

1. Introduction
In augmented reality (AR), computer-generated visual

content is superimposed on the user’s view of the real world
through devices such as smartphones, tablets, and special-
ized glasses. An AR head-mounted display (HMD), typi-
cally consisting of a see-through display placed in front of
the user’s eyes, is a device worn on the head that allows the
user to see both the real world and virtual content overlaid
on it. AR HMDs can be used for a wide range of appli-
cations, including entertainment, education, and industrial
training. They have the potential to revolutionize the way
we interact with the world and each other by providing a
more immersive and interactive experience. Some exam-
ples of AR HMDs include the Microsoft HoloLens and the

Magic Leap One [2, 27].
To achieve a seamless and immersive AR experience, the

virtual elements must be correctly registered with the phys-
ical objects. This is where world-locked rendering (WLR)
plays a crucial role, as it is a technique used in AR systems
to generate visual content that appears as if it is part of the
real world, rather than being displayed on top of it. WLR
systems rely on a combination of sensors and computer vi-
sion techniques to ensure that the virtual content is correctly
aligned even if the users move or change their perspective.
Despite the advances made in WLR, there are still a number
of challenges that need to be addressed, which includes im-
proving the accuracy and stability of various sub-modules,
such as inside-out tracking (IOT), eye tracking, display and
see-through modeling, etc [25]. In this work, we focus on
addressing the topics related to the display and see-through
modeling of AR HMDs with complex optical designs.

The optical design of a see-through display can present
various challenges for the WLR system, including highly
nonlinear geometric distortion, non-uniformity, and other
issues. Additionally, changes in the user’s pupil position
can exacerbate these challenges due to the phenomenon
known as ”pupil swim” [9]. To address the problem of
viewpoint-dependent geometric distortion, researchers have
investigated various approaches to display and see-through
modeling [12]. However, they have struggled with either
accuracy issues or a lack of flexibility. In this paper, we
propose new display and see-through models that are de-
signed to overcome these difficulties. Briefly, we examine
the fiber bundle structure [20] within the context of dis-
play and see-through problems and present black box fit-
ting models that can be generalized to different optical de-
signs of see-through displays and exhibit improved struc-
ture preservation properties, leading to enhanced accuracy.
We will begin by discussing our proposed models, and then
outline the process of calibration and WLR systems inte-
gration. Finally, we assess the performance of the models
through both simulated experiments and real-world evalua-
tions using AR HMDs. As we will demonstrate, our models
are not dependent on the specific optical design and are able
to achieve high levels of accuracy in modeling performance.
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2. Related Work

Our research falls under the category of AR HMD dis-
play and see-through calibrations, a highly active area of
study within the domains of computer vision and graph-
ics [12]. Historically, this task has been challenging due to
the complexity of the optics involved [1,6,7,26,32]. Tradi-
tional methods, such as the Single Point Active Alignment
Method (SPAAM) and its variations [8, 13, 39] were used
to estimate the projection from the real world to the display
by requiring users to manually align highlighted pixels with
pre-determined 3D points, which can be time-consuming
and susceptible to user errors. To minimize human involve-
ment in the calibration process, Owen et al. [35] proposed
a two-phase method that greatly reduces manual alignment
effort. More recently, fully automated approaches [10, 21]
have been developed to eliminate the need for manual cal-
ibration altogether, making the process more efficient and
less prone to errors caused by user variability. However,
these methods have limitations in terms of accuracy [22],
as they often rely on simplified models for the display and
see-through optics. Additionally, the geometric distortion
caused by the optics can vary significantly depending on the
user’s pupil position, known as pupil swim [3, 5, 9], which
also needs to be considered in the calibration process.

To improve the accuracy of WLR systems, different
methods have been examined. Recognizing that each dis-
play pixel is perceived as a point light source from the
viewer’s perspective, researchers have employed triangula-
tion techniques to determine its 3D position for each pixel
in order to model the display optics [28, 29]. However, this
assumption is not sufficient to fully capture complex opti-
cal designs, as the rays corresponding to each pixel may
not converge at a single point. As an alternative, using
a light field representation is more appropriate for precise
modeling [23, 24]. Another direction is to trace the rays
through display and see-through optics for each pixel and
estimate unknown parameters by minimizing reprojection
errors [9, 15]. To reduce the computational cost of ray trac-
ing, researchers have applied nonlinear dimension reduc-
tion techniques to pre-traced light rays from simulations,
enabling real-time image distortion correction [14]. These
methods, however, are sensitive to the accuracy of manu-
facture and assembly process, as they depend on a certain
Computer-Aided Design (CAD) model. Additionally, they
are inflexible as the ray tracing software implementation is
specific to certain optical systems. With the growing trend
of neural network development, this technique has also been
adopted in the modeling of display optics [18, 37].

3. Display And See-Through Models

Display and see-through models are essential compo-
nents for world-locked AR, which is to position virtual ob-

Figure 1. Real example figure for World Locked Rendering.

jects with reference to real objects as shown in Fig. 1. The
display model is designed to correct for the complex geo-
metric distortions that are often introduced by the display
optics, such as a curved combiner. The see-through model
is needed to align the display and IOT subsystem within a
common coordinate frame. To align virtual and real ob-
jects accurately, the AR system must have a precise map-
ping from the physical world to the display panel. This is
achieved by performing a calibration process for the IOT,
eye tracking, display, and see-through models prior to using
world-locked applications on AR devices. In this paper, we
will focus on the discussion of the display and see-through
models, which are the main technical contributions of our
work. We will also briefly mention the IOT and eye track-
ing modules to show how our proposed models can be in-
tegrated into a world-locked AR system. We direct readers
interested in these topics to further literature [16,19,38] for
a more comprehensive review.

3.1. Background

We begin with a brief introduction to the WLR sys-
tem and emphasize the roles of the display and see-through
models. For the sake of simplicity, we make the following
assumptions: (1) camera’s depth of field is infinite; (2) we

IOT Camera

Eye-Tracking Camera

Display Panel

See-Through Display Optics

Viewpoint

Virtual Object

AR HMD

Figure 2. Explaination figure for World Locked Rendering.
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are limiting our consideration to geometric optics; (3) unde-
sired artifacts caused by the optics, such as ghosting, non-
uniformity, and others, are not taken into account. By using
an HMD with rigidly mounted IOT cameras and IMUs, we
can estimate the HMD’s pose through front-end visual in-
ertial odometry (VIO) and the geometry of the surrounding
physical objects through back-end simultaneously localiza-
tion and mapping (SLAM), provided that the IOT system
is calibrated. The IOT problem has been extensively re-
searched in previous works [31, 33]. An HMD equipped
with an IOT system will have both its pose and the geome-
try of the real world represented in its own coordinate frame
(i.e. device frame). Without loss of generality, we will con-
sider the monocular case only. As an illustration, we have
selected a sculpture of a bunny, shown in Fig. 2. Our goal
is to demonstrate how to render a virtual bunny on the dis-
play in such a manner that it appears aligned with the real
sculpture from the perspective of a viewpoint provided by
the eye tracking system. It is assumed that the eye tracking
cameras are calibrated and connected to the IOT system, al-
lowing both the geometry of the sculpture and the viewpoint
to be represented in the device frame.

To determine the values of each pixel on the display
panel, researchers have suggested using a white box model
[9, 15], which involves explicitly tracing rays throughout
the optical system. As depicted in Fig. 2, the path of the
corresponding ray (red) is traced from each pixel through
the specified viewpoint, which reveals how the pixel is
perceived from that perspective. Next, a ray (blue) with
the same viewing angle is traced through the see-through
optics, emanating from the viewpoint and projecting into
the real world. Eventually, the intersection of this ray
path (blue) with the virtual objects to be displayed (in this
case, the virtual geometry of the sculpture computed by the
SLAM) determines the value of the corresponding pixel.

The white box model has the advantage of being phys-
ically interpretable, but suffers from the following draw-
backs: (1) it relies on the accuracy of the hardware manu-
facturing and assembly process in order to achieve accurate
performance; (2) it lacks flexibility and requires changes to
the software implementation when the hardware design is
altered. Alternatively, a black box model can avoid these is-
sues by modeling the relationship between the display pix-
els and the rays (dashed blue) projected into the real world,
which is ultimately what matters, directly as a function (see
Fig. 2) and omit all the intermediate details of ray tracing.
However, this approach is not generally effective as it dis-
regards the role of the viewer’s perspective. In general, the
pixel-ray mapping is viewpoint dependent because the cor-
respondence it describes varies significantly according to
the viewer’s positions due to the effect of pupil swim [9].

To address this issue, we utilize two black box models:
the display model and the see-through model, eliminating

Figure 3. Pupil swim for display model.

the need for intricate ray tracing process within display and
see-through optics (light red and light blue). The display
model (in Sec. 3.3) explains the relationship between the
display pixels and the rays (solid red) that are perceived
from the viewer’s perspective, while the see-through model
(in Sec. 3.4) describes the correspondence between rays
(solid blue) starting from the viewpoint and rays (dashed
blue) that project into the real world. In order to provide a
better understanding of the motivation and context for our
new approach, we begin by discussing the rationale behind
it in Sec. 3.2.

3.2. Fiber Bundle Fitting

Model fitting is a well-researched technique that has
been widely applied to solve a diverse range of problems
and challenges in various fields. It involves identifying the
most suitable model to describe the relationships between
a set of variables, estimating the model’s parameters using
available data, and evaluating the model’s ability to repre-
sent the relationships and make predictions [34]. In this
work, we are applying this technique to address display
and see-through problems, attempting to find models that
can accurately describe the correspondence relationships in-
volving pixels and rays.

One of the primary contributions of this work is the find-
ing that, when the data space exhibits a fiber bundle struc-
ture and the projection operation is feasible, it is more effec-
tive to fit the subset of data on the base space rather than the
entire data space in order to better preserve the fiber bun-
dle structure. For example, let’s assume that we have a set
of fitting data, (pi, qi), pi ∈ P, qi ∈ Q, and want to fit the
correspondence model, f : P 7→ Q. If the data space P
has a fiber bundle structure π : P 7→ B, where P is the
total space and B is the base space, we can fit intermediate
model f̃ : B 7→ Q instead. Then the desired models can be
constructed as f = f̃ ◦ π by combining with the projection
operation π. Inspired by this idea, we will exploit the fiber
bundle structure property in the development of the display
and see-through models.

3.3. Display Model

The display model illustrates the connection between the
display pixels and the rays perceived from the viewer’s per-
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Figure 4. Volume sampling approach vs plane sampling.

spective. This correspondence may vary as the viewpoint
shifts due to the effect of pupil swim as shown in Fig. 3.
Thus the forward and backward display problems can be
defined as

fdisplay : (ppixel,pview) 7→ vview,

ppixel ∈ R2,pview ∈ R3, vview ∈ S2,
(1)

and

f−1
display : (pview, vview) 7→ ppixel, (2)

respectively. In Eq. (1) and Eq. (2), ppixel denotes a dis-
play pixel’s position, while pview is the viewpoint position
and vview represents the direction of the corresponding per-
ceived ray.

Volumetric Viewpoint Sampling It is straightforward to
model such correspondence by following the problem def-
initions. To collect data for fitting the model, a calibrated
eyeball camera is used to represent the viewer’s perspective.
This process involves sampling pixels on the 2D display
panel and taking volumetric samples of viewpoints by plac-
ing the eyeball camera at various 3D locations to capture the
corresponding rays from different perspectives (see Fig. 4).
Parameters of the chosen model can then be estimated us-
ing the collected data. However, this volumetric viewpoint
sampling approach is resource-intensive and prone to inac-
curate modeling. Specifically, if the fitting step is not care-
fully constrained, the fitted model may incorrectly predict
that two viewpoints with the same viewing angle for a pixel
will have different perspectives of that pixel (see Fig. 5).

Planar Viewpoint Sampling Upon closer examination of
the correspondence problems in Eq. (1) and Eq. (2), we ob-
serve that the data space (pview, vview) of each pixel, which
consists of its corresponding rays emanating from the dis-
play optics, has a fiber bundle structure. As shown in Fig. 6,
the base space for each pixel’s fiber bundle is the surface of
the display optics and the fibers are its corresponding rays.
Motivated by the discussion in Sec. 3.2, we introduce two

intermediate model problems in a similar way,

f̃display : (ppixel, p̃view) 7→ vview,

ppixel, p̃view ∈ R2, vview ∈ S2,
(3)

and

f̃−1
display : (p̃view, vview) 7→ ppixel. (4)

Our proposed method involves sampling the viewpoint po-
sition p̃view on a two-dimensional plane, Pdisplay, as de-
picted in Fig. 4, rather than in three dimensions. We then
use the projection operations to recover the desired forward
and backward display models.

The projection operation π∨
display for the backward

model is simple and involves intersecting the 2D plane
Pdisplay with the ray emanating from the 3D viewpoint
pview and traveling in the opposite direction of vview as in
Eq. (5).

π∨
display : (pview, vview) 7→ p̃view,

p̃view = pview − t∗ · vview,
(5)

where

t∗ = argmin
t≥0

dist(pview − t · vview,Pdisplay), (6)

and dist(·, ·) is the distance function. Therefore, the back-
ward display model can be constructed as

f−1
display = f̃−1

display(π
∨
display(pview, vview), vview). (7)

While the projection operation for the backward model is
relatively obvious, the forward model is more involved. In
the forward case, the goal is to predict how a pixel ppixel is
perceived from a given viewpoint pview, but the intermedi-
ate forward model f̃display that we fit requires the viewpoint
position to be located on the base plane Pdisplay. We formu-
late this projection operation, π∧

display, as an optimization

Display Panel

See-Through Display Optics

Viewpoint

(a) Volume sampling approach fail-
ure for display.

See-Through Display Optics

Viewpoint

(b) Volume sampling approach fail-
ure for seethru.

Figure 5. Volume sampling approach failure.
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(a) Display fiber bundle structure.
See-Through Display Optics

Base Space
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(b) Seethru fiber bundle structure.

Figure 6. Fiber bundle structure.

problem,

π∧
display : (ppixel,pview) 7→ p̃view,

p̃∗
view, t

∗ = argmin
p̃view,t≥0

dist(g(p̃view,ppixel, t),pview),

s.t. p̃view ∈ Pdisplay,

g(p̃view,ppixel, t) = p̃view + t · f̃display(ppixel, p̃view),

(8)

whose global optimal candidate p̃∗
view is the projection of

pview. Or in other words, p̃∗
view perceives ppixel in the same

way as pview perceives it. Then it is straightforward to con-
struct the forward display model as follows:

fdisplay = f̃display(ppixel, π
∧
display(ppixel,pview)). (9)

It is evident that our new approach is more resource-
efficient compared to the volumetric viewpoint sampling
approach. More importantly, it avoids the fitting artifacts,
as illustrated in Fig. 5, by leveraging the fiber bundle struc-
ture present in the display problems.

3.4. See-Through Model

The see-through model describes the relationship be-
tween rays that originate from the viewpoint and rays that
project into the real world. Similar to the display model,
it also depends on the viewpoint, as shown in Fig. 7. The
forward and backward see-through problems can be defined
as

fseethru : (pview, vview) 7→ (p+
real,p−

real),

p+
real,p−

real ∈ R2,pview ∈ R3, vview ∈ S2,
(10)

Figure 7. Pupil swim for see-through model.

and

f−1
seethru :(pview,preal) 7→ vview,

preal ∈ R3,
(11)

respectively. In Eq. (10) and Eq. (11), pview denotes the
viewpoint position and vview represents the ray direction
starting from the viewpoint as in Sec. 3.3. Additionally,
preal is a 3D location in the real world, while p+

real and
p−
real are the two-plane parameterization of the real world

light field [11,30], which are two points located on two real
world planes, P+

real and P−
real. The forward model unravels

how the see-through optics alters the path of a ray when it
is projected from a viewpoint into the real world. And the
backward model details how a real world point will be per-
ceived from a viewer’s perspective through the see-through
optics. As discussed in Sec. 3.3, we should avoid volumet-
ric viewpoint sampling approach and take advantage of the
fiber bundle structure in the see-through problems. Accord-
ingly, we also adopt a planar viewpoint sampling strategy
and propose an intermediate model problem,

f̃seethru : (p̃view, vview) 7→ (p+
real,p−

real),

p̃view,p+
real,p−

real ∈ R2, vview ∈ S2.
(12)

The viewpoint p̃view is sampled on a 2D plane, Pseethru

and we will define the projection operations to restore the
forward and backward see-through models.

This time, the forward see-through model shares a sim-
ilar projection operation with the backward display model
(see Eq. (5) and Eq. (6)), which is defined as

π∧
seethru : (pview, vview) 7→ p̃view,

p̃view = pview − t∗ · vview,
(13)

where

t∗ = argmin
t≥0

dist(pview − t · vview,Pseethru). (14)

And the forward model can be easily constructed as

fseethru = f̃seethru(π
∧
seethru(pview, vview), vview). (15)

On the other hand, the projection operation of the backward
model requires a little bit more effort to build. In this case,
we want to understand how a given viewpoint pview per-
ceives a 3D real world point preal. Since we’ve already
fitted an intermediate model f̃seethru in Eq. (12), which ex-
plains how rays from the real world become rays that reach
the viewer after passing through the see-through optics, the
only remaining task is to determine which ray emanating
from preal will ultimately reach pview. We formulate this
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problem as an optimization process,

π∨
seethru : (pview,preal) 7→ p̃view,

p̃∗
view, t

∗ = argmin
p̃view,t

dist(h(p̃view,pview,preal, t),preal),

s.t. p̃view ∈ Pseethru,

h(p̃view,pview,preal, t) = p+
real + t · (p+

real − p−
real),

p+
real,p−

real = f̃seethru(p̃view,
pview − p̃view

∥pview − p̃view∥
),

(16)

whose global optimal candidate p̃∗
view is the projection of

pview. Thus pview will perceive preal in the same way that
p̃∗
view perceives it through the see-through optics. And the

backward see-through model can be defined as

f−1
seethru =

pview − p̃view

∥pview − p̃view∥
,

p̃view = π∨
seethru(pview,preal),

(17)

which is simply the direction vector of the ray that passes
through both pview and its projection on the base plane
Pseethru.

4. Results
In this section, we will discuss how to incorporate our

proposed models into the WLR system, including model
calibration, integration with rendering frameworks, and
evaluation of the models through simulation and testing on
a real AR device.

4.1. Model Calibration

In Sec. 3, we introduced our proposed display and see-
through models under the assumption that the intermediate
models, defined in Eq. (3), Eq. (4) and Eq. (12), have been
selected and fitted. In this section, we will provide more de-
tails on the intermediate model calibrations. Theoretically,
any reasonable choice should be acceptable in our case and
we choose the polynomial model for its simplicity and dif-
ferentiability. Moreover, the calibration data (i.e. model
training data) will be collected and used to minimize the
model fitting error in order to determine the model param-
eters, which are polynomial coefficients in our setting. We
will move on to the introduction of calibration data collec-
tion and skip the explanation of model fitting process, as
polynomial fitting is a standard technique [34].

Display Model In Eq. (3) and Eq. (4), we aim to model
how a pixel ppixel is perceived from a viewpoint p̃view lo-
cated on the base plane Pdisplay. As previously mentioned
in Sec. 3.3, we use a calibrated eyeball camera to capture the
direction of a pixel’s corresponding ray, vview. The cam-
era is rigidly mounted to a motion stage that is equipped

with a micrometer controller as depicted in Fig. 8. We build
an HMD calibration station and position the camera around
the eye box, which is located approximately 7-12 mm away
from the display optics.

Figure 8. Motion stage with
micrometer controller.

By adjusting the microm-
eter controller, we can move
the camera to different loca-
tions within a single plane,
which we refer to as the dis-
play base plane Pdisplay. At
each camera position p̃view,
we collect correspondence
data between display pix-
els ppixel and perceived rays
vview by displaying some
calibration patterns, such as
gray code [4], fringe patterns
[40], etc. We can then fit the polynomial model for Eq. (3)
and Eq. (4) using the collected data. To facilitate integra-
tion with the IOT subsystem, we convert the eyeball camera
positions and perceived rays into the device frame before
model fitting. We will wait until the next paragraph to ex-
plain how to perform the coordinate frame conversion.

See-Through Model Eq. (12) describes the correspon-
dence between the light fields on the real-world side and the
viewer side. We adopt a two-plane parameterization [11,30]
for the real world light field and a base-direction parameter-
ization for the other one. To collect the light field corre-
spondence data, we follow these steps:

1. Place a calibration target in front of the HMD station
and use the eyeball camera to take one capture without
the HMD mounted (see Fig. 9), which gives us the rel-
ative pose between the eyeball camera and the target
plane P+

real.

2. Put the HMD on the calibration station and use the IOT
camera to take one capture of the calibration target (see
Fig. 9), which gives us the pose of the eyeball camera
and the target plane P+

real, both represented in the de-
vice frame.

3. Use the micrometer controller to move the eyeball
camera to a set of capture locations p̃view within the
see-through base plane Pseethru (see Fig. 9). By us-
ing a pre-calibrated eyeball camera and matching the
captured images with the calibration target pattern, we
are able to obtain a collection of correspondences be-
tween the camera viewing directions vview and loca-
tions p+

real on the target plane for each camera position
p̃view, all represented in the device frame.

4. Move the calibration target to a different location and
repeat step 2 and 3 (see Fig. 9). From step 2, we have

6
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Figure 9. Two plane calibration.

another target plane P−
real represented in the device

frame. From step 3, we collect the correspondences
between vview and p−

real for the same set of p̃view (all
in device frame) by repeating the camera capture loca-
tions.

With the assumption that the micrometer controller is
precise and the HMD calibration station remains stable
when the HMD is mounted, we can collect the necessary
fitting data for Eq. (12) using the steps described above.

4.2. Rendering Framework Integration

Our calibrated display and see-through models can be in-
tegrated with the WLR system described in Sec. 3.1. Now
we outline the process of incorporating these models into
two popular rendering frameworks, ray tracing and rasteri-
zation, used by such a system.

Ray Tracing In this framework, each pixel’s value will
be determined by tracing the path of its corresponding ray
through a 3D scene [36]. Given a viewpoint pview from the
eye tracking system, our forward display and see-through
models (Eq. (1) and Eq. (10)) can provide the necessary
correspondence between display pixels ppixel and rays pro-
jected into the real world (p+

real,p−
real). Therefore, it is

straightforward to use our models in combination with a ray
tracing rendering engine to generate the display image.

Rasterization This rendering technique works in a way
that is different from ray tracing by projecting a 3D scene
onto the image plane [17]. We use a two-phase approach to
integrate it with our models. The first step involves render-
ing an intermediate image by positioning the rasterization
camera at a given viewpoint. It is then warped onto the dis-
play image space to generate the final result. To compute
the mapping between display image space and intermediate
image space, we use our forward display and see-through
models to find the corresponding ray, projected into the real
world, for each display pixel and intersect it with the 3D
scene. The intersection is then mapped onto the interme-
diate image space, using the rasterization camera’s projec-
tion, to obtain the corresponding 2D position for each dis-
play pixel. It is notable that using rasterization rendering

engines will introduce errors to the WLR system because
their camera projections do not take into account changes
in the ray path caused by the see-through optics.

4.3. Simulation Experiments

We perform Monte Carlo simulations to assess the indi-
vidual performance of the display and see-through models.
The CAD descriptions of a see-through display optical sys-
tem serve as input for generating ground truth data through
ray tracing. To obtain information for fitting and testing
the models, we use a pinhole camera positioned at multiple
sample locations. We sample the camera’s image space to
gather rays corresponding to camera pixels, and trace these
rays through the optical system to find the matching display
pixels for the display problem or the rays projected into the
real world for the see-through problem. To mimic the sys-
tem noise that occurs during actual data capture, we intro-
duce zero-mean Gaussian perturbations to the camera pixel
samples [15]. The model accuracy is measured by quanti-
fying the pixel offset for the backward display problem and
the viewing angle discrepancy for the others [24].

4.4. On-Device Experiments

We employ an HMD with see-through display optics
and IOT system to evaluate the performance of display and
see-through models. As described in Sec. 4.1, we use a
pair of pre-calibrated eyeball cameras, mounted on a mo-
tion stage with micrometer controller, to capture display
and see-through calibration patterns. During the calibra-
tion phase for the display model, we will secure the HMD
onto the calibration station and use the eyeball cameras to
record the displayed gray code patterns [4] at distinct loca-
tions within the 3D eye box region for volumetric sampling
approach and different positions on a 2D plane in front of
the display optics for our planar sampling method. In or-
der to calibrate the see-through models, we use the same
sampling positions for the eyeball cameras, which were uti-
lized during the display calibration procedure. We use Cal-
ibu patterns [15], which are composed of a matrix of large
and small dots arranged on a flat surface, to calibrate the
see-through models. These dots, differentiated by the size
of their adjacent dots, facilitate the efficient establishment
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(a) Calibu render experiment.

(b) Calibu render experiment.

Figure 10. Calibu render experiment.

of correspondences.

To evaluate the precision of the calibrated models, we
carry out an end-to-end verification procedure by integrat-
ing them with a ray tracing rendering engine and our IOT
system. In a manner similar to the see-through calibra-
tion setup, we will position a Calibu pattern in front of the
HMD calibration station and adjust the position of the eye-
ball cameras while the HMD is mounted. The IOT sys-
tem will first calculate the pose of the Calibu pattern and
transforms it into the device frame. Then the display and
see-through models will work together to determine the im-
age to be displayed as discussed in Sec. 4.2, ensuring that
the rendered Calibu pattern precisely aligns with the actual
pattern from the perspective of each eyeball camera’s posi-
tion (see Fig. 10). In our experiment, we position the Calibu
pattern in distinct locations in front of the calibration station
and capture images using the eyeball cameras from different
viewpoints within the eye box region. For each static con-
figuration of the Calibu pattern and eyeball cameras, we will
take two pictures using the eyeball cameras. As depicted in
Fig. 10, one image will be captured with the display turned
off, while the other will be captured with the display turned
on. In this way, we can easily match the corresponding dots
in each image pair and calculate the misalignment to evalu-
ate the end-to-end model performance.
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